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Abstract—Developers constantly learn new APIs, but often lack
necessary information from documentation, resorting instead to
popular question-and-answer platforms such as Stack Overflow.
In this paper, we investigate how to use recent machine-learning-
based knowledge extraction techniques to automatically identify
pairs of comparable API methods and the sentences describing
the comparison from Stack Overflow answers. We first built a
prototype that can be stocked with a dataset of comparable API
methods and provides tool-tips to users in search results and
in API documentation. We conducted a user study with this
tool based on a dataset of TensorFlow comparable API methods
spanning 198 hand-annotated facts from Stack Overflow posts.
This study confirmed that providing comparable API methods
can be useful for helping developers understand the design
space of APIs: developers using our tool were significantly more
aware of the comparable API methods and better understood
the differences between them. We then created SOREL, an
comparable API methods knowledge extraction tool trained on
our hand-annotated corpus, which achieves a 71% precision
and 55% recall at discovering our manually extracted facts and
discovers 433 pairs of comparable API methods from thousands
of unseen Stack Overflow posts. This work highlights the merit of
jointly studying programming assistance tools and constructing
machine learning techniques to power them.

I. INTRODUCTION

New libraries and frameworks constantly emerge, each with

their own Application Programming Interfaces (APIs), so

developers must frequently learn new APIs to stay competitive.

Indeed, researchers have concluded that “being able to learn

new technical skills is likely more important [to a software

engineer] than any individual technical skills” [1].

Learning a new API requires many types of knowledge [2]

and there are many documented challenges to obtaining

these [3]. Among them, two key challenges are: finding the

appropriate API types and methods needed for a particular task

(i.e., discoverability [3]–[5]), and identifying all the relevant

information about their execution behavior, usage patterns,

side effects, alternatives, etc. [6]–[10].

Lacking such knowledge can affect developers in at least

two important ways. First, by its very nature [11], software

engineering work involves careful consideration of design

alternatives and often tradeoffs between competing objec-

tives. This happens at all levels, including when choosing,

within a given library or framework, the most appropriate

API types and methods to use while balancing complexity,

runtime performance, memory consumption, but also read-

ability, understandability, amount of boilerplate involved, etc. ,

as there are typically multiple ways to implement the same
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Fig. 1: Fragment from a Stack Overflow answer by mrry / CC

BY-SA 3.0 illustrating the tacit crowd knowledge on compa-

rable API methods softmax_cross_entropy_with_logits

and sparse_softmax_cross_entropy_with_logits. We

highlighted the sentences supporting the comparison.

functionality [12]. Thus, one can expect that the harder it is for

developers to access the relevant information to make informed

decisions, the less appropriate their choices would be. Second,

although modern APIs are often large and sophisticated, many

of their types and methods are rarely used in practice, in

part due to insufficient discoverability [13]. In addition to

affecting the aforementioned decisions, this can also slow

down software developers, and, in the long term, lead to

missed opportunities for developers to take advantage of the

most effective technological solutions.

In acquiring API knowledge, developers tend to consult

a variety of sources, as no single one is typically com-

plete. These include the official reference documentation [14],

but also crowd-based knowledge sharing websites like Stack

Overflow (SO), which have long been recognized as usefully

complementary [15]–[20]. In particular, Stack Overflow dis-

cussions are a good source of knowledge on API method

comparisons, which developers ask about quite frequently [6].

Such comparisons can expose developers to more diverse ways

to use an API, thereby improving discoverability, and can

also surface more relevant execution facts about the API, thus

improving learning and programming using the API. Yet, this

information on comparable API methods is generally not easy

to extract and not available on demand, despite its value.

Sometimes, Stack Overflow discussions start with the author

asking explicitly for a comparison between API methods,

e.g., “What is the main difference between StringBuffer



and StringBuilder?” Prior research using natural language

processing (NLP) techniques can identify such posts with high

accuracy when the language is well structured and amenable

to detection using syntactic patterns [6], [21], [22]. However,

comparisons between API methods on Stack Overflow are also

often tacit—they arise organically as part of answers, without

the original poster asking for them explicitly, and the relevant

sentences for the comparison are not clearly identifiable or

even grouped together, but rather can be scattered throughout

a post. Consider the example in Figure 1, where the author of

the answer offers relevant information about the relationship

between two methods from the popular machine learning

TensorFlow API, softmax_cross_entropy_with_logits

and sparse_softmax_cross_entropy_with_logits, un-

prompted by the question. It is sometimes difficult even

for humans to recognize that the answer compares the two

methods, and then to extract the most relevant sentences

informing the comparison (indeed, we ourselves had difficulty

with this; see Section III). Therefore, it is clearly challenging

to design a pattern-matching-based classifier to do the same,

since in addition to recognizing which answers include such

API method comparisons, one would also need to extract and

encode generalizable syntactic patterns for training.

Instead, in this paper we show that (semi-)supervised,

deep-learning based methods recently developed in the NLP

knowledge extraction community [23] can learn to recognize

API method comparisons directly from labeled data, bypassing

the need to manually identify elaborate syntactic patterns.

Moreover, we show that such models can be trained efficiently,

with reasonable effort for data labeling, thus taking the next

step towards the goal of automatically extracting knowledge

from unstructured Stack Overflow posts.

Our work consists of three main parts. First, we develop

an annotation protocol and use it to compile a dataset
of 266 pairs of comparable API methods identified in a

statistically representative sample of Stack Overflow answer

posts discussing the TensorFlow API. As part of our annotation

effort, we also label the sentences within a post that are most

relevant in support of the comparison.

Second, we design and run a human subjects study with 16
participants completing a series of tasks in two experimen-
tal conditions, viz., with and without access to a custom-built

browser plugin that augments the TensorFlow API reference

documentation with the information on comparable API meth-

ods from our labeled dataset. We analyze both quantitative and

qualitative data from the human study, showing, among other

things, the extent to which having access to such information

can help with understanding the API design space given task

requirements, and what requirements participants have for

such a tool.

Third, informed by our annotation effort and human subjects

study, we develop and evaluate SOREL (Stack Overflow

RELation extractor), a deep-learning-based knowledge ex-
traction engine. SOREL identifies pairs of comparable API

methods and explanations of their relationship from unseen

Stack Overflow answers by learning and extrapolating from

our hand-annotated dataset. Our evaluation results show that

SOREL outperforms baselines and pattern-matching-based

approaches, and can discover relevant novel facts compared

to the training data, the official documentation, and simple

Google search. As such, the SOREL approach, which could

be applied analogously to other APIs beside TensorFlow as

long as they are covered by sufficiently many Stack Overflow

discussions, can be useful to API designers and tool builders

looking to improve API documentation and learning.

II. RELATED WORK

Crowd-based knowledge in general, and question & answer

websites like Stack Overflow in particular, have long been an

indispensable resource to software developers and the focus

of much research attention. There is a rich literature studying

Stack Overflow to understand what challenges developers face

in practice, e.g., [6], [17], [19], [24], [25], helping to curate and

navigate the relatively unstructured Stack Overflow content,

e.g., [8], [26]–[31], and extracting knowledge from Stack

Overflow to augment more traditional forms of documentation,

e.g., [9], [15], [16], [18], [20]; researchers have also been

developing tools to more closely integrate such knowledge into

the development workflow, e.g., [18], [32]–[34].

In this context, our work relates to augmenting API doc-

umentation with knowledge extracted from Stack Overflow.

Many types of knowledge have been in focus, including com-

mon use and misuse patterns [8], [9], [34], [35], caveats [16],

[36], [37], opinions on different quality attributes (e.g., usabil-

ity) [29], [38]–[41], or more generally any Stack Overflow

posts discussing some given API methods, such as those

invoked in the developer’s local IDE context [42]. Separately,

there have also been efforts to automatically summarize Stack

Overflow posts [27]–[29], [38], [43]–[46] to make it easier for

readers to find relevant information.

At the intersection of the previous two directions and

closest to our work, there have been a few notable efforts

to extract the most relevant individual sentences containing

particular insights about a given API type [16], and even to

identify comparable technologies, including libraries and API

methods, and extract the relevant supporting sentences for the

comparison [21], [22], [47]. What all these approaches have in

common is a need to define syntactic patterns (heuristics) both

for the relation extraction sub-task (i.e., finding the comparable

API methods) as well as the supporting sentence extraction

sub-task (i.e., finding the most relevant sentences for the

comparison). While they have all been shown to be accurate on

their respective benchmarks, fundamentally, approaches like

these have inherently limited recall because of the manual

annotation and analytical effort required to discover all the

relevant and generalizable linguistic patterns.

In contrast, our work shows that comparable API methods

and the supporting evidence for the comparison can be iden-

tified with similar or higher accuracy directly from examples
(see Section VI-D for the evaluation results comparing our

approach to the relevant prior work baselines). Our key idea

is to build our approach not on linguistic patterns but rather



on using (semi-)supervised learning methods, the other class

of techniques to extract relational facts from raw text [48].1

Currently these models are typically deep neural networks,

trained to classify the presence or absence (and type) of a

relation between two entities in a document [51], as well

to predict the (smallest set of) sentence(s) or phrases that

support the validity of an extracted relation. Most state-of-

the-art relation extraction tools use such deep learners, often

achieving high precision given sufficient training data. Driven

by this success, recent research has expanded the application

of these methods, both in terms of scale [52] (from sentence

to document-level relational extraction) as well as the type of

features extracted, such as learning to differentiate between

(many) types of entities and relations [23], [53]. Compared to

pattern-based methods, neural models tend to need substan-

tially more labeled training data, which makes it harder to

apply them to new environments such as ours. As a solution,

researchers commonly use models that were pre-trained on

large, existing datasets [54], [55], and fine-tune them with with

relatively few training samples [56], [57] for new domains.

In this work, we fine-tune BERT [58], a large pre-trained

model, for comparable API methods extraction and show the

effectiveness of this strategy through the evaluation of SOREL.

Our work can also be viewed as related to the API migration

literature [10], [59]–[64]. Typically, such research facilitates

the process of migrating code from one language to another

(e.g., Java to C# [59]), one library or framework to another

(e.g., PyTorch to TensorFlow [64]), or one version of an API

to another (e.g., TensorFlow 1.x to TensorFlow 2 [65]). As

such, the typical goal is to find (and, if possible, automatically

migrate to) the semantically equivalent implementation of

some source code into a target language, library, framework,

or version. Our goal in this paper is broader in some sense

and narrower in others—broader in that we are interested

in comparable but not necessarily semantically equivalent

API methods, together with an explanation on how they are

related; and narrower in that we only evaluate our technique

on API methods from the same library, rather than across

libraries or languages. Also, the main motivation is different—

to facilitate API discovery and API learning in our case, i.e.,

to help developers make informed choices about API methods,

versus to migrate code automatically. Still, there is some

conceptual overlap between our work and some of the API

migration literature, e.g., [63], [66]–[68], most clearly when it

comes to using contextual information to learn representations

(embeddings) for API elements and computing the distance

between them to identify pairs of comparable / analogous API

methods.

1Relation extraction (RE) is a popular research topic in NLP focused on ex-
tracting relational facts between entities, typically from plain text documents.
For example, in the sentence “Rafael Nadal is a Spanish professional tennis
player,” we may identify two entities (italicized) connected via an Occupation
relation. Sentences may have more than one such relation, or entities that are
not used in any. It is generally important that the text support the relation.
The types of facts derived through RE can be used to create large-scale
ontologies or knowledge graphs [49] based on large volumes of text (e.g.,
all of Wikipedia), question answering [50], and many other tasks.

TABLE I: Summary statistics for our annotated data.

Variable Count

Annotated SO TensorFlow answers 587
SO TensorFlow answers with comparable API methods 198
Identified comparable TensorFlow API pairs 266
Unique TensorFlow methods mentioned in the annotated answers 642
Unique TensorFlow methods with comparable API methods 279
Sentences in the answers 4,298
Supporting sentences for the comparable API methods 737

III. A BENCHMARK OF COMPARABLE API METHODS

Before we test the benefits of providing comparable API

methods (Section IV) and automate the extraction (Sec-

tion VI), we first create a benchmark of pairs of compara-

ble API methods, including supporting sentences from Stack

Overflow. In particular, we focus on the popular TensorFlow

machine learning package (45,996 questions; 33,460 answers

with at 1+ votes). However, our approach is not fundamentally

limited to TensorFlow and could be applied analogously to any

other API with available crowd-based knowledge.

Preprocessing. We started from the 33,460 TensorFlow-

tagged answers with a score of 1 or higher returned by the

Stack Exchange Data Explorer2 as a pool of answers from

which to extract comparable API methods. To increase the

chance of finding comparison relations, we then selected only

the 2,014 answers containing at least two TensorFlow API

methods, as defined in the official list of 6,755 TensorFlow

symbols.3 Next, we randomly sampled 600 answers (98%

confidence level with 4% margin of error) from this set for

manual analysis. Table I lists basic statistics for our sample,

after filtering out 13 of the 600 answers (∼ 2%) that were

longer than 512 words, i.e., more than our deep-learning model

can handle efficiently.4

Annotation Protocol. Next we developed a labeling protocol

to extract, for every Stack Overflow answer in our sample, a)

the pairs of comparable API methods mentioned in the answer;

b) for every pair, a list of the most relevant sentences from the

answer, describing how the methods are related. For example,

given the Stack Overflow answer in Figure 1, we annotate:

• API 1: softmax_cross_entropy_with_logits,

• API 2: sparse_softmax_cross_entropy_with_logits,

• Supporting evidence / summary: [sent 2, sent 5].5

As discussed in Section I, creating such annotations is

both time-consuming and difficult: relations manifest in a

diversity of ways and are often not explicit or well structured,

but inconsistencies in labeling risk wreaking havoc on any

downstream learner when using so little data. To ensure that

our annotations were consistent, replicable, and generalizable,

we created a detailed annotation protocol, refined through

several pilot phases. The final protocol (see our replication

2https://data.stackexchange.com/ accessed Oct 19, 2020.
3https://www.tensorflow.org/api docs/python/tf/all symbols
4Only 3 of the 13 (0.5% of the sample) contained comparable API methods.
5Our sentence indexes start with 0.



package) contains annotation steps, the definition of the rela-

tion, examples, and notes about edge cases.

To increase validity, two authors annotated each set of doc-

uments separately, measured their inter-annotator agreement

(IAA), discussed disagreements, and updated the instructions.

We used the free-response kappa IAA metric [69], as the

more traditional Cohen’s Kappa requires all observations to

be enumerated, whereas in our case only positive instances

(i.e., relations between two entities and supporting evidence

for each relation) are noted, not negative ones (e.g., pairs of

entities not having any relation and sentences not supporting

relations). Arguably, all pairs of entities without relations could

be considered as negatives, but this number is often vast,

growing quadratically with the number of terms (themselves

not truly bounded, as annotators are allowed to add new

entities), and would thus yield near-perfect agreements almost

by definition. Free-response kappa does not depend on the

number of negative instances. The IAA score for the first round

of separate annotations (23 documents) was 0.30, and it rose

to 0.82 in the second round (38 documents), after resolving

disagreements and refining the protocol. As values over 0.8

are generally regarded as good agreement, both by the free-

response kappa proponents [69] and the interpretation guide-

line for Cohen’s kappa [70], we considered the instructions

adequate at that point. After this, a single author annotated the

remaining documents alone following the final instructions.

Resulting Dataset. Table I summarizes basic statistics for

the resulting dataset: the 198 answers with comparable API

methods contained around three TensorFlow methods each;

around one tenth of all TensorFlow symbols were mentioned

as part of any comparison; around one-third of posts contained

(typically several) related pairs, which are best described with

ca. three sentences on average.

IV. USER STUDY

Next we conducted an IRB-approved human subjects study

to investigate how providing developers with (1) a list of

comparable API methods and (2) for each pair, a textual de-

scription of the comparison can assist developers in using new

APIs more effectively. We hypothesize that such information

will help developers not only discover more of an API, but

also understand the API better, such that they can make

more informed decisions about which methods are applicable

to their task or which are preferable given alternatives.

To test these hypotheses, we first built a Chrome browser

extension (Figure 2) that displays the information on com-

parable API methods we collected during our previous an-

notation effort. We deliberately chose a tooltip design to

reduce information overload (tooltips only show contents when

users trigger them), and to make the crowd-based information

easily distinguishable from the official documentation (Stack

Overflow posts can more easily become outdated [8], [71]).

The tooltip is available on any webpage, including the official

API documentation, Google search result pages, and Stack

Overflow. We then ran a study that involves participants

completing a set of tasks in two conditions, with and without

Fig. 2: Overview of our browser plugin: (1) When comparable

API methods exist in our labeled dataset, the extension inserts

a “vs” icon. The user can hover over it to activate the scrollable

tooltip, which displays (2) the pair(s) of comparable API

methods, each with links to their reference pages; (3) the

relevant sentences for the comparison; (4) a link to the Stack

Overflow answer where the sentences were extracted from.

Fig. 3: Example of a task presented to participants.

access to the tooltip extension, and collected both quantitative

and qualitative data on task performance and tool use.

A. Study Design

1) Participants: After advertising our study broadly inside

the university community (Slack channels, posted flyers in

Computer Science buildings, and personal contacts), we re-

cruited 12 participants (6 men, 6 women) having a general un-

derstanding of machine learning (ML), who could understand

the task requirements (9 PhD and 3 MS students, all in ML-

relevant fields). We further recruited 4 participants (all men, 1

research scientist, 1 ML lead, 2 MS students) from outside our

university after advertising our study on Twitter. To determine

if participants were eligible, we administered a screening

survey to collect their self-reported level of ML expertise and

their main ML framework. To minimize the possibility of the

participants knowing solutions to our tasks without needing

to search, we specifically looked for participants who had not

used TensorFlow for more than 6 months. We compensated

each participant with a $15 Amazon Gift card.

2) Tasks: We designed a diverse set of eight ML-related

programming tasks that mimic real-world TensorFlow use,

ranging from tensor manipulation to image processing. For

each task, participants were given the requirements as a

short natural language description, an example input–output

pair, and some starter code, and were asked to complete the



implementation using appropriate TensorFlow API methods

(see Figure 3 for an example and our replication package for

the complete list). We intentionally designed the tasks to have

more than one acceptable solution (involving different Tensor-

Flow API methods), so we could better test the participants’

understanding of all possible options.

3) Experimental Design: We chose a within-subjects de-

sign, where each participant was assigned four of the possible

eight tasks (to keep the participation effort manageable),

two with our browser plugin enabled (treatment) and two

with it disabled (control). We used the Youden square [72]

(incomplete Latin square) procedure to counterbalance the

tasks and order in which they are presented to participants,

to prevent carryover effects. Control (plugin disabled) and

treatment (plugin enabled) were randomly assigned. Overall,

each of the possible eight tasks was used four times in the

treatment condition and four times in the control condition.

4) Procedure: We conducted the study via a video confer-

encing tool, with each session taking about 60 minutes. At

the beginning of the study, we asked participants to install

the browser plugin, share their screen, and think aloud while

completing the tasks. Before their first task in the treatment

condition, we introduced the plugin briefly and showed the

participants a short demo of how it worked. We also informed

participants that there could be multiple solutions to a task,

and asked them to make deliberate choices. Participants were

free to use or read any web pages. The experimenter logged

their web search queries and the pages they visited.

To complete each task, we asked participants for their

chosen API method names (but not to run any code). We

then asked a few interview questions to understand their prior

knowledge with the task and whether they understood the

different options to make an informed decision, i.e., to list

the API methods they considered and briefly describe the dif-

ferences between them. At the end of the study we conducted a

general interview eliciting participants’ impressions of using

the plugin and the usefulness of having the information on

comparable API methods in completing the tasks. See our

replication package for interview protocols.

B. Analysis

1) Data Collection: For qualitative data, we transcribed

the interview parts of the video recordings. For quantitative

data, we computed six outcome variables: (1) task completion

time (in seconds); (2) number of search queries; (3) number

of web pages visited; (4) correctness of the participant’s

solution; (5) the participant’s awareness of comparable API

methods in that context; and (6) their understanding of

the differences between the comparable API methods. We

considered a participant’s answer to be correct if their solution

matched our ideal solution, which we determined based on

our expert knowledge of the tasks. Note that the tasks were

purposefully designed to have multiple potential solutions,

with varying implications and trade-offs, so “incorrect” so-

lutions may not necessarily be “bad” solutions. We discuss

this further in Section IV-C. Awareness and understanding

were measured by labeling the post-task interviews, where

we asked participants to discuss the difference between the

multiple solutions. We rated participants’ awareness as 0 if

the participant answered that they did not know other relevant

API methods or admitted that they guessed the difference, and

1 if they could list comparable methods in the given context.

Understanding was rated as 0 if the participant appeared not

to have a clear understanding of the differences or guessed

based on method names, and 1 if they could describe at least

one valid difference between the two methods. To account for

a possible confounding factor we also rated each participant’s

prior knowledge of the task based on the interview responses,

on a scale ranging from 0 (has no experience) to 3 (recalls the

method name without search).

2) Analysis: To compare the six outcomes between tasks

completed in the treatment and control conditions we esti-

mated six mixed-effects multivariate regression models (one

per outcome variables), with prior knowledge and the con-
dition (treatment vs control) as fixed effects, and random

intercepts for task and participant to account for variation

in task difficulty and participant ability. See Appendix for

summaries of the estimated regressions.

For the qualitative analysis, we first annotated the transcripts

with the participant events (e.g., “opened [page url]”), and

two authors open coded two transcripts separately [73], then

met to discuss and refine the code book. The first author

then coded all remaining transcripts, synthesized the codes,

and identified emerging themes. We coded selectively on how

participants interacted with the tooltip, whether and how they

used the information from the tooltip as part of their answers

to the tasks (especially the summary sentences extracted

from Stack Overflow answers), how they used web search

outside of using the tooltip, characteristics of the instances

when the information provided by the tooltip seemed less

relevant, general impressions on the value of having access

to information on comparable API methods, and requirements

for search assistance tools such as our browser plugin.

C. Results

None of our models for time, queries, or pages shows

a statistically significant effect for condition at α = 0.05.

Thus, we do not find sufficient quantitative evidence to
conclude that having access to information on comparable
API methods has a significant impact on task completion
times or web search queries. However, it is possible that our

tasks were insufficiently complex6 to uncover such differences

between conditions with statistical confidence.

We also do not find statistical evidence that presenting
comparable API methods assists developers in selecting
what we consider as the ideal API methods for a given task:

Although participants in the treatment condition solved the

task correctly slightly more often than in the control (average

score of 0.75 vs 0.66), the correctness model does not show

a statistically significant effect for condition at α = 0.05.

6E.g., on average users made 1.3 (treatment) to 1.4 web searches per task.



However, we reiterate that our measure of correctness is based

on our expert-determined “ideal solutions” given the efficiency

and design rationale of the API methods, which may not align

with the solutions chosen by participants. From the interviews,

we later discovered that some participants did in fact choose

incorrect solutions (that still met the task requirements) on

purpose, citing factors such as readability or familiarity, even

though these solutions may have been less efficient or more

verbose, e.g., “I chose not to do it because it seems like it’s a

little more complicated, it’s less readable” (P13).

We did find clear evidence of increased awareness (co-

efficient = 3.03, z(59) = 3.18, p = 0.0015) and increased

understanding (coefficient = 2.64, z(64) = 2.77, p = 0.0057)

of the API methods in the treatment (tooltip) condition,

supporting our hypothesis that presenting comparable in-
formation helps developers understand the design space
of API: the odds of being aware of comparable API methods

are about 20 times higher (exp(3.03)) among participants with

access to the tooltip information compared to those without;

similarly, the odds of understanding the differences between

the comparable API methods are about 14 times higher. Many

participants typically discovered the API methods they ended

up submitting as their answers from among the comparable

API methods suggested by the tooltip in the treatment con-

dition. Specifically, we found that in more than half of the

tasks (17 participant-task pairs out of 32), participants newly
discovered the API methods they submitted as their answers,

among the comparable API methods suggested by the tool. In

the remaining cases, participants retrieved their solution from

the Google search results directly without using the tool at

all (2 out of 32), focused more on the Google search results

than what the tool presented (4 out of 32), or forgot to use

the tool (3 out of 32) as they felt the pressure to finish the

tasks on time. Finally, there were participants who did nearly

no searching (6 out of 32) due to their prior experience with

other libraries (e.g., PyTorch). We conclude that information

on comparable API methods can help developers discover and

identify which API methods to use.

From the qualitative analysis one common theme was also

that the tooltip information on comparable API methods
was often novel and welcome. Almost all interviews ap-

preciated having the list of comparable API methods, both

for discoverability reasons (e.g., “[otherwise] it would have
been pretty hard for me to have actually found the correct
documentation.”–P16) as well as usability reasons (e.g., “The
tool allowed me to explore more methods more easily in the
same page without retyping the search keyword.”–P1). A few

participants mentioned that such a tool could help close the

“lexical gap” between search queries and web documents, e.g.,

“Sometimes, I’m not-so-clear about what I’m looking for”

(P12).

We also found that the information on comparable API
methods was often less accessible outside the tooltip, i.e.,

the comparable API methods identified from Stack Overflow

were sometimes not mentioned at all among the top web search

results, and the official API documentation typically did not

have “functional” links between the relevant API methods. A

notable exception was that the reference documentation page’s

navigation bar lists all TensorFlow methods in alphabetical

order, and the relevant comparable API methods for one task

were close together in this list since they had similar names,

enabling a participant to identify the second method easily.

Many participants expressed that displaying less relevant
comparable API methods did not reduce the usefulness of
the tool: out of 14 participants who discussed false positives

during the interview, 9 expressed that they are okay with

having some less relevant API methods in the tool results

if there are also good ones among them, whereas only 3

mentioned that false positives hindered their ability to fully

use the tool. Participants mentioned that going through the

comparable API methods was still useful even when they are

less relevant to their tasks because “this list is still smaller
[than the number of pages they need to check in general]. It
is in some sense narrowing down the search, which is helpful”
(P11). P6 even took them as a benefit, saying that “If we
got exposed to potential comparable API methods out there
[during search], there will be more chances to explore our uses
in methods or contents in the package [in future uses].” Other

participants mentioned that the tool was less useful when too

many comparable API methods are shown, but interviewees

typically appreciated the tooltip design “because it’s really
not intrusive” (P5).

The summary sentences displayed below each pair of
comparable API methods were useful when considered,
but were used by fewer participants. When considered,

the summary sentences seemed to be the way participants

learned about the differences between the comparable API

methods. These participants did not typically make additional

web search queries to understand the differences after reading

the summaries, and were able to clearly explain the rationale

behind their choice of API method in the interview. As one

interviewee put it, “I think [the summary] was abstracted quite
well. So even though I didn’t go inside the Stack Overflow
pages to see the detailed comparison, I could understand
what’s the gist of the differences.” (P6).

Among participants who saw less use for the summaries,

some indicated they prefer “looking for code snippets [with-
out] reading the text” (P10), others that they prefer to have

all the context, not just the summary (e.g., “I found it a lot
nicer to click towards the original documentation.”–P16), and

still others expressed skepticism towards the quality of crowd-

based information (e.g., “I don’t really trust the text in the tools
much because maybe it came from Stack Overflow.”–P13).

D. Threats to Validity

We only studied tasks in machine learning, requiring Ten-

sorFlow API methods, which may not be representative of

other API learning scenarios. Furthermore, our tasks don’t

address all aspects of ML programming; topics related to

scalability (e.g., loading a large dataset) and performance (e.g.,

optimizing memory usage) are notably missing. The value

of providing comparable API methods may differ in more



complex tasks. For example, if a developer needs to meet non-

functional requirements, they might care more about the trade-

offs between the API methods. Future work should consider

observing participants beyond our study settings, in real-world

tasks with more diverse domains and APIs.

The observations gathered through interviews only represent

the experience of the participants, most of whom were grad-

uate students conducting ML/NLP research. The usefulness

of information on comparable API methods and tools similar

to ours may be different for other user groups, e.g., profes-

sional software engineers. However, we believe that many of

our findings can be relevant to software engineers, as most

(12/16) of the participants have experience working at large

corporations as (ML) software engineers or research scientists.

V. IMPLICATIONS FOR AUTOMATION

Overall, our annotation effort (Section III) and user study

(Section IV) showed that while developers generally find

comparable API methods and the summaries useful in un-

derstanding the design space of APIs, such information is not

easily available to the users and requires significant effort to

manually collect. To support more use cases in TensorFlow

(and ultimately, other libraries), we suggest using ML-based

techniques to increase the efficiency compared to fully manual

annotation. We expect that such techniques:

• should maximize the utility of small hand-annotated
datasets. Extracting comparable API methods with expla-

nations requires significant manual effort. Therefore, we

recommend utilizing fine-tuning on top of models that are

pre-trained (e.g., BERT [58]) on large, existing datasets

(e.g., Wikipedia, Stack Overflow).

• should prioritize extracting comparable API methods over
summaries. We observed that most of the participants used

the provided comparable API methods to discover new API

methods, or to navigate through the documentation, but only

a few seemed to benefit from the summaries.

• may prioritize improving recall over precision when ex-
tracting pairs of comparable API methods, once it achieves

a reasonable precision score. We observed that many of

the participants were okay with having comparable API

methods that might be less relevant to their tasks among

the tooltip results, as long as the list contains at least some

useful information.

• may limit themselves to extractive over abstractive summa-
rization. Although it is likely more useful if one could gen-
erate a concise but informative summary (i.e., abstractive
summarization), creating training samples for this purpose

would substantially increase data annotation cost compared

to an extractive summarization model, which only selects

key pre-existing sentences. We note that excluding irrelevant

sentences (for conciseness) is just as important as identifying

relevant sentences, as Stack Overflow answers often cover

multiple topics. Therefore, a model should evenly balance

both precision and recall in extractive summarization.

VI. SOREL

In the previous section, we provided evidence for the benefit

of knowledge extraction, and in particular presenting compara-

ble API methods, to support developers’ understanding of the

API design space. We also derived requirements for an ML

model to help automate this knowledge extraction process.

In this section we present SOREL (Stack Overflow RELation

extractor), an ML model that collects comparable API methods

and relevant supporting natural language sentences from Stack

Overflow answers.

To discover new facts, represented as triplets (entity 1,

relation, entity 2) in unstructured text, one typically follows

a two-pronged knowledge extraction approach. First, Named

Entity Recognition (NER) is used to locate and classify

entities. Relation Extraction (RE) then identifies relations of

various kinds (including “no relation”) between entity pairs.

In general, both problems are hard and the focus of active

research in NLP, e.g., [74], [75]. In our work, since we are

extracting only API method entities, we found that the NER

step can be done accurately using pattern matching based on

the full list of TensorFlow API symbols,7 therefore we focused

on the RE problem instead. In the RE step, we aim to identify

the comparative relation “is comparable to” in an input Stack

Overflow answer with more than one TensorFlow API call.

To make the identified relations more useful, we also identify

one or more sentences from the same answer, that offer the

evidence supporting each identified relation. This provides a

type of (extractive) summary for each relation. Therefore, our

task is divided into two sub-problems:

• Comparative-relation extraction (RE) between entities.

• Supporting-evidence prediction (SEP).

A. Model Architecture

Figure 4 shows the architecture of our model, which is

inspired by Yao et al.’s DocRED [52]. The model consists

of four main components:8

BERT. We use a language representation model called

BERT (Bidirectional Encoder Representations from Trans-

formers) [58] to represent Stack Overflow answers. Due to

its bidirectional nature, it provides deeper contextual informa-

tion, which can help with document-level relation extraction.

We used the pre-trained BERT model and a tokenizer from

the original BERT paper provided via huggingface.910 Due

to the small amount of training data, we kept the BERT

model weights frozen during the training, fine-tuning just the

classification layers – a common approach when using small

fine-tuning datasets [56], [57].

Relation Encoder generates representations for a pair of

entities. Embeddings of the same entity which occur multiple

7In 50 randomly selected answers tagged with TensorFlow, the pattern
matching approach missed just 12 out of 133 mentions of TensorFlow
methods, achieving 91% recall and 100% precision.

8For ablations of the model design, see Table II.
9https://huggingface.co/bert-base-uncased
10We also considered BertOverflow [74], which was pre-trained with a

Stack Overflow corpus, but found the original BERT to work better.

7



Fig. 4: The architecture of SOREL, which learns to infer the

comparison relation and the supporting evidence.

times are averaged across the document, to allow sharing

their learned representation across occurrences. The relation

encoder combines two entities’ averaged BERT embeddings

using a bilinear function, which captures the mutual agreement

between their respective representations. Similar to Yao et
al., we concatenated each entity representation with a rel-

ative distance embedding before passing it to the bilinear

function [52]. The relative distance embedding represents the

relative distances of the first mentions of each unique pair of

entities in the document, informing the model of how closely

together the two are mentioned. See [52] for details.

Sentence Encoder generates contextualized representations

for each sentence in the input document. We use a two-

layer bidirectional LSTM (BiLSTM) model to represent each

token in the input document. BiLSTMs combine two LSTMs,

one traversing the sequence forward and one backwards, to

allow integrating information from the context on both sides

of each token. This helps the model capture broader context

around each sentence specifically for the sentence prediction

task. An alternative would be to fine-tune the underlying

BERT model, but we found this to be ineffective due to

the small size of our training data (Table II). A single-layer,

low-dimensional BiLSTM contains comparatively far fewer

parameters to calibrate. To obtain a sentence embedding, we

use the BiLSTM’s output representation of the first token of

sentence, which is the same ([cls]) token that BERT models

use to extract sentence embeddings.

B. Model Training

As RE and SEP are highly connected tasks, we train SOREL

RE and SEP objectives simultaneously, by combining the two

losses: loss = α ∗ re loss + sep loss. We adjusted the

hyperparameter α experimentally so the two losses converge

at a similar rate, as minimizing the sep loss involves more

trainable parameters and thus typically takes more iterations.

TABLE II: Overall performance on each subtask, and ablations

(on test set) of the model components and of the training set

size (%).

RE SEP

A P R F1 A P R F1

Train 93.7 85.6 76.6 83.7 80.0 73.2 65.5 71.5
Val 89.3 64.3 89.6 67.9 76.2 65.9 61.6 64.7

Test 84.5 71.3 55.0 67.3 77.6 75.5 47.8 67.6

SOREL 84.5 71.3 55.0 67.3 77.6 75.5 47.8 67.6
- BERT 80.1 56.5 59.3 57.0 61.8 39.7 29.8 37.2

- BiLSTM 83.5 67.2 55.7 64.6 70.4 58.4 36.7 52.2
+ Finetune 80.9 58.6 58.6 58.6 69.8 57.3 34.0 50.4

All data (470) 84.5 71.3 55.0 67.3 77.6 75.5 47.8 67.6
2/3rd (315) 85.8 77.6 54.3 71.4 75.8 64.9 58.4 63.5
1/3rd (155) 84.5 73.0 52.1 67.6 73.9 81.1 27.6 58.5
1/10th (45) 78.8 53.3 64.3 55.2 65.9 45.9 17.9 35.0

TABLE III: Recall comparison with Google Autocomplete,

Google’s Top-5 results, TensorFlow documentation, heuristics,

DiffTech [22], and APIComp [21]), on test set (%) after

excluding deprecated API methods.

SOREL Auto Top-5 Doc Heur. DiffTech APIComp

RE 55.3 28.0 18.2 29.2 30.3 33.3 16.7
SEP 55.2 - - - 48.1 5.7 26.4

We randomly split our annotated dataset from Section III

into a training and test set in a 4:1 ratio. We tuned the model

hyper-parameters through 5-fold cross validation on the train-

ing portion (470 samples). In selecting hyper-parameters, when

there are two settings with very similar overall performance,

we selected the one that yielded a lower RE loss, under

the premise that better comparable API methods extraction

benefits a broader group of developers than having a good

summary of the differences (as evidenced in Section IV-C).

To maximize the utility of our limited training data, we

trained with a relatively low learning rate (1e-5) and frequently

checked the held-out results to ensure that we captured the

best performing model. We also added input dropout, which

randomly omits 40% of tokens from the input at training

time [76]. This has the effect of preventing the model from

overfitting on known inputs by artificially creating many

versions of the same inputs, a form of data augmentation.

C. Evaluations with Test Data and Ablations

We now evaluate how well SOREL can extract knowledge

on comparable API methods from Stack Overflow answers,

focusing first on the test subset of our manually annotated

data. Table II summarizes the train / (average) validation / test

performance scores and ablations of the model components

and the training set size. The final model achieves around

67% F1 score and around 80% accuracy on both tasks (RE

and SEP) on the test set, which is a reasonable return given

the small amount of training data.

Training custom word embedding instead of using BERT

drops performance significantly on both RE and SEP. This

confirms the benefit of adopting a large pre-trained language



model when only a little training data is available. Not using a

BiLSTM for SEP also reduced the performance significantly,

which shows that SEP relies on this component to capture the

global context beyond the initial representations offered by

BERT. An alternative option, fine-tuning BERT along with our

other parameters, decreased performance, as we might expect

given the small size of the dataset.

Models show fairly steady gains in performance as we train

on a progressively larger subset of the training data, starting

from just 45 samples. While RE performance fairly quickly

saturates, SEP performance progressively improves with more

data. Still, we are content that a corpus of our size is right

around the smallest size (and thus requires the least annotator

overhead) where our model performance is adequately capable

of generalizing, achieving balanced F1 results for RE and SEP

and accuracy around 80% on each.

D. Comparison with Baselines and Prior Work

For the RE sub-task, we compare SOREL with: (1) general-

purpose web search; (2) the TensorFlow reference documenta-

tion; (3) a simple heuristic approach; and (4) an adaptation of

the most closely related prior work approach, DiffTech [22],

which can identify pairs of similar technologies (e.g., golang
and javascript for programming language) from Stack Over-

flow, a task which is conceptually similar to ours, albeit at a

higher level of abstraction. See Table III for a summary of the

results.

1) [RE] SOREL vs Google Search: Developers commonly

find information on comparable API methods using a generic

search engine. Given a pair of fully-qualified comparable API

methods (A, B) in our test set, we enter the Google search

query “A” and record whether B is mentioned anywhere within

the top-5 Google search result landing pages; we then repeat

the search in reverse, starting from “B”. The recall measure we

report for Google Search for the pair (A, B) is the average of

the two. In addition, we separately inspect the Google search

autocomplete suggestions for the query prefixes “A” and “A

vs” (similarly “B” and “B vs”) and check for the presence

of B (A) among the suggestions. SOREL identified roughly

twice as many relations as Google search in both cases.

2) [RE] SOREL vs Reference Documentation: Similarly,

given a pair (A, B) we inspect the API reference documen-

tation page for A and record whether it contains a link to

B and vice versa, excluding all pairs involving a deprecated

API call, which have no documentation page. Again, SOREL

identified roughly twice as many relations as were mentioned

in the official documentation.

3) [RE] SOREL vs Heuristic: Next, we compare SOREL

to a simple, intuitive heuristic: if a Stack Overflow answer

mentions exactly two API methods, consider those two to

be comparable and record the pair. Across the 66 ground

truth comparable pairs in test set, there are 52 answers with

exactly two API methods mentioned, so one could hope to

extract 52 comparable pairs. However, many of these pairs

were not actually comparable (only 20 pairs were), so this

simple heuristic is quite noisy, corresponding to 30.30% recall

and 38.46% precision. Recall the example in Figure 1 –

comparable pairs are often found within answers mentioning

more than two API methods; the two API methods mentioned

in answers with exactly two methods are often not comparable.

4) [RE] SOREL vs Word2Vec: We compare SOREL to

DiffTech [22], the prior work closest to ours. DiffTech col-

lects pairs of similar technologies (e.g., libraries, frameworks,

programming languages) based on the intuition that frequently

co-occurring Stack Overflow tags corresponding to differ-

ent technologies may share a similar meaning. Specifically,

DiffTech embeds tags with a Word2Vec [77] model trained

on a corpus of tag sentences, and identifies pairs of tags as

related when their embeddings have a cosine similarity greater

than 0.4. While the DiffTech approach is designed to solve a

different problem, the intuition carries over to our context:

API methods may frequently co-occur with others they are

comparable with, even though they rarely have dedicated tags.

Therefore, we trained a Word2Vec model using API methods

from our entire corpus of 33,460 TensorFlow answers and

tested how many of the labeled comparable pairs in our test

set have embeddings more than 0.4 cosine-similar. Only 16

(24%) of the comparable API method pairs in our labeled test

set were among each other’s top-5 nearest neighbors, and 22

(33%) were among the top-20, highlighting that our adaptation

of the approach struggles to match comparable API calls based

on co-occurrence statistics alone.

Next we turn to the SEP sub-task and compare SOREL

to: (5) a heuristic approach; and (6) two approaches based on

linguistic patterns, inspired by related prior work [21], [22].

5) [SEP] SOREL vs Heuristic: Intuitively, one might expect

that given a pair of comparable API methods (A, B), all

the sentences mentioning either A or B can be considered

as supporting evidence. We test this heuristic for the true

positive pairs from the RE step, for a fair comparison. In this

limited setting, assuming the RE step is perfectly accurate, the

heuristic approach performs quite well (Table III), but SOREL

nevertheless manages to improve over it.

6) [SEP] SOREL vs Pattern Matching: Pattern-matching-

based approaches have been used before to extract information

from online documentation, with the two closest predecessors

arguably being the DiffTech [22] approach discussed above

for RE and APIComp [21]. A fundamental difference between

SOREL and such approaches is where human effort is spent

during the “training” process. SOREL requires human annota-

tion effort to label API pairs and supporting sentences as valid

/ relevant or not. Pattern-matching-based approaches require

human effort to identify the linguistic patterns needed to

extract relevant sentences from text. Fundamentally, SOREL’s

type of effort can be expected to scale more easily to new

APIs and sources of documentation, because it requires less

expertise in NLP. Hence, we argue that designing a pattern-

matching-based approach for our task from scratch may not

be preferable. Still, one can ask a pragmatic question – what

if the predefined linguistic patterns from DiffTech [22] and

APIComp [21] generalize well enough to extracting supporting



evidence for comparable API methods from Stack Overflow

without any additional effort? We investigate this next.

For DiffTech [22], the authors identified and validated a

series of linguistic patterns based on sequences of part-of-

speech tags (e.g., “RBR (comparative adverb) JJ (adjective)

IN (preposition)” as in “more efficient than”) for extracting

supporting sentences for the identified pairs of comparable

technologies. Testing these same patterns on the answers in

our sample containing 22 pairs identified by the previous RE

step, we find that out of 70 sentences in 16 answers that

were labeled as supporting evidence, only 4 sentences matched

DiffTech’s exact patterns (5%).

APIComp [21] is designed for a different usage scenario

– to explain, given a pair of API methods, not necessarily

“comparable” per our definition, the relationship between them

using text extracted from reference documentation. APIComp

first extracts sentences describing an API element from official

reference documentation using linguistic patterns, and then

aligns and compares the extracted sentences given an API

knowledge graph. To test whether the same linguistic patterns

carry over to our task, we applied the APIComp patterns to

extract API statements from Stack Overflow answers in our

test set, finding that only 33 out of 125 known supporting

evidence sentences were matched (26.4%), identifying only

11 comparable API pairs out of 66 available (17%).

We conclude that previous pattern-matching-based ap-

proaches are not directly applicable to our task, and that

anyway it may not be preferable to design a custom pattern-

matching-based approach for relevant sentence extraction for

our comparable API methods task. Recall is typically low

because relations can be expressed in a variety of ways, hard

to capture with reliable patterns, and pattern building typically

requires significant amounts of manual effort.

E. Generalization to Larger Dataset

We next turn to our most ambitious target: assessing how

well our model can generalize and rank insights from all

33,460 up-voted answers tagged with TensorFlow. After fil-

tering out posts containing fewer than 2 Tensorflow symbols,

2,014 documents remained. Using our model, we identify

433 pairs of comparable API methods with 744 supporting

evidence sentences. We report two such new (not included in

our training data) relations in Table IV, as an example.

We manually reviewed the top 50 answers as sorted by the

descending probability of both the relation and the supporting

evidence sentences (according to the model’s predictions, mul-

tiplied together). As many unique pairs of API methods were

discovered in multiple Stack Overflow answers, we focused on

relations detected twice or more, which we expect are more

likely to be both accurate as well as relevant to developers.

To compute the accuracy for RE on these, we follow the

same guidelines as in Section III, marking relations correct

when the relation between the two entities was factual and

explicitly represented in the answer. Similarly, for SEP, we

labeled samples correct when the predicted sentences explain

the relation sufficiently without missing sentences. Note that

TABLE IV: A sample of new comparable API methods pairs

and their supporting evidence extracted from Stack Overflow.

API Pair tf.convert_to_tensor, tf.constant
Evidence [SO Answer: 50981199] Each time a tensorflow operation

expects a Tensor input but receives something else, it
tries to convert it with tf.convert_to_tensor, and
if successful, proceeds normally with that output. In case
of a constant like 2, but also np.arrays, lists, tuples, or
virtually any container or (well-formed) hierarchy of con-
tainers, tf.convert_to_tensor will create a Const
operation, just like the one you would create by hand
by calling tf.constant. tf.constant is nonetheless
useful because it allows you, among other things, to name
your constant in the graph and to control its data type (with
name and dtype arguments respectively).

API Pair tf.nn.embedding_lookup, tf.gather
Evidence [SO Answer: 46440226] If params is a single tensor,

the tf.nn.embedding_lookup(params,ids) op-
eration treats ids as the indices of rows in params.
If params is a list of tensors or a partitioned variable,
then ids still correspond to rows in those tensors, but
the partition_strategy (either "div" or "mod")
determines how the ids map to a particular row. Alterna-
tively, you can use the axis argument to tf.gather()
to select columns from U:

SEP is dependent on the results of the RE, the model cannot

predict a correct supporting evidence sentence for a “faulty”

relation or “no relation”. Therefore, we only considered correct

RE predictions when computing scores for SEP.

On these 50 relations extracted from top-scoring answers,

the RE precision is 50% and SEP average accuracy is 77%.11

Importantly, 90% of these correct relations were novel—not

present in the training data. These results highlight that despite

training on a small amount of data, a model like ours can show

its strength when deployed on a very large corpus, where facts

abound and high recall may be less important.

F. Error Analysis

Next we describes the patterns we observed in the mistakes

the model makes. One common type of mistake was false

positives due to lack of explicit topic change. Unlike API

reference documentation pages, Stack Overflow posts often

cover multiple topics in a short document. Therefore, the

model sometimes failed to recognize the abrupt topic change

and predicted a relation assuming that two entities were

discussed in the same context. This error might be mitigated

by preserving the original delineation of paragraphs and code

blocks in the input data, though low textual consistency is a

fundamental issue with Stack Overflow posts [6], [34].

Another common type of false positive is answers describ-

ing sequential use of API methods, such as ones explaining a

code snippet line by line. As many of the labeled comparable

API methods were described in sequence, the model often

made wrong predictions in this case. This confusion is rather

reasonable; when annotating the data, we occasionally found

it challenging to determine whether methods in a pair were

explicitly compared or simply mentioned in sequence.

11As there is no label for this data, we cannot compute other metrics for
RE. For SEP, we averaged the accuracies of each answer.



Finally, code in text was a general issue for both RE and

SEP. Although we filtered out code snippets, many answers

contain code intermixed with their text. Our model may fail

to capture such code’s context and meaning, which results in

some false-positive API method pairs predicted as having a

relation whenever they are simply used together.

G. Threats to Validity

A threat to the external validity of our results is that we

only used TensorFlow answers to build and evaluate our

model. Therefore, our model might not generalize to other ML

libraries such as PyTorch, or other domains such as Cloud or

Graphics. While we do not expect other libraries and domains

(with sufficient programmer interest) to have particularly less

informative Stack Overflow answers, it remains a subject of

future work to adapt our protocol to such use-cases.

We did not compare our model with state-of-the-art

document-level relation extraction models built for general

corpora such as Wikipedia [78], [79]. While we adopt a similar

methodology, our corpus is both much smaller, less structured,

and more domain-specific than the general Wikipedia corpus.

We believe omitting such a comparison is reasonable as

our goal was to explore and demonstrate the feasibility of

exploiting Stack Overflow’s relational insights using machine

learning. As such, we do not claim that our model presents

the best performance for this problem.

VII. DISCUSSION

We showed that providing extracted comparable API meth-

ods can help developers understand the design space of APIs.

We further built SOREL, which using relatively little labeled

data can jointly extract relations and supporting evidence from

new Stack Overflow answers. Next we present implications of

our work for practitioners and researchers in this area.

a) ML-based Knowledge Extraction: To our knowledge,

this is the first application of learning-based relation extraction,

as well as supporting evidence prediction, on Stack Overflow

data. The state-of-the-art knowledge extraction techniques we

use make our pipeline a good fit for extracting structured

knowledge from an environment as unstructured and diverse

as Stack Overflow. A next step may be to annotate a corpus

spanning multiple libraries, such as Pandas and PyTorch,

following our protocol. Besides enabling SOREL for new li-

braries, this might also benefit performance overall: developers

likely use similar patterns when comparing and contrasting

terms from APIs, which could be useful to a model even

when targeting just one API. Our results in Table II suggest

prediction accuracy can yet improve with more data.

b) Reference Documentation: In the control condition

(tooltips disabled) in our study, discoverability issues emerged

due to a lack of “functional links” in the API documentation,

that could only occasionally be retrieved via Google search,

or had similar enough method names to be located nearby

in the method navigation bar. However, when the reference

documentation includes an explicit note about functionally-

related methods, participants were able to discover them quite

easily (see Section IV-C). Our detected comparable API meth-

ods could thus be especially useful for API documentation

writers, to improve API discoverability. While automatically

identified relations require the API to be popular enough on

Stack Overflow and may include false positives or outdated

pairs [8], [71], those well-versed in the API can identify

correct relations in a list of extracted relations with little effort.

This can quickly yield dozens of new functional links to boost

API discoverability.

c) API Knowledge Support Tools: We believe it is worth

developing other types of API knowledge acquisition tools

like our prototype. One finding from our study that we

believe might generalize is related to differences in problem

solving and information foraging strategies between groups

of users (we saw this especially around participant reactions

to the summary sentences), which have also been noted

previously [13], [80], [81]. This suggests that when designing

knowledge support tools for developers, allowing users to

configure the types and depth of information presented to them

(e.g., whether to provide the summary) could be useful.

Another factor to consider is where the tool will be de-

ployed. From the study, we found that the usefulness of our

tool was highly dependent on Google search results, as most

users activated the tooltip while on the Google search page.

Some participants also suggested utilizing search queries so

that they do not see methods that are less relevant to their tasks

from the list (see Section IV-C for details). We believe that

similar constraints (or benefits) will exist for other platforms

(e.g., IDE), and thus, how users will consume the presented

knowledge should be considered when designing the tool.

VIII. CONCLUSION

In this paper, we investigated the usefulness and challenges

of extracting comparable API methods from Stack Overflow

posts. From our user study, we provide evidence that showing

comparable API methods and summaries about their difference

can improve developers’ understanding of the API design

space, and help them select API methods by taking into ac-

count the differences between alternative solutions. We further

showed that an ML-based model can reasonably accurately

extract such knowledge from unstructured SO answers: our

model identifies comparable API methods with a precision of

71% and summaries for these with 75% precision. We hope

that our detailed observations and methodology inform further

research on knowledge extraction in software engineering.

Data Availability. Our replication package, including our

annotated dataset, annotation protocol, user study protocol, and

scripts to replicate the user study, as well as our source code

are available online at DOI 10.5281/zenodo.7570586 [82].
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APPENDIX A

USER STUDY DESIGN

A. Outcome Variables for Quantitative Analysis.

Variable Details

Task completion time (time) We measured the time from when a participant first enters a search query to when they
finish submitting the solution.

Number of search queries
(queries).

We counted the number of search queries participants wrote until they submitted the
final answer, as an approximation of how easy it was to retrieve necessary information.

Number of pages visited
(pages).

We measured the number of web pages visited by a participant, to approximate the
efforts needed in discovery.

Prior knowledge of the task
(prior).

After each task, we asked participants whether they had implemented similar code
in the past, and if so, whether that helped the search or not. We asked the level of
prior knowledge in four levels: no experience (0), vaguely remembering that they have
worked on similar tasks, but not enough to be helpful (1), experience with similar tasks
helped them complete the task (2), and prior knowledge helped them recollect the exact
function name (3).

The correctness of the solu-
tions given the task definition
(correctness).

We tested whether a participant submits an API method that matches with our ideal
solution, which we determined based on our expert knowledge of the tasks. The tasks
were purposefully designed to have multiple potential solutions, with varying implication
and trade-offs, to test whether participants are aware of the alternative solutions. Thus,
“incorrect” solutions may not necessarily be “bad” solutions, and they can still meet the
task requirements with different quality implications, such as performance, readability,
or scalability.

Awareness of the comparable
API methods (awareness).

In each post-task interview, we tested whether a participant was aware of comparable
API methods given the task context. When participants answered that they did not
know other relevant API methods or admitted that they guessed the difference, we
considered them to not be aware of the comparable methods. If they could elaborate on
the differences, we considered that they were aware of the comparable API methods.

Understanding of difference
(understanding).

In the post-task interviews, we also asked the participants to explain the differences
between the comparable API methods. This is independent of the awareness, as one
might already know about comparable API methods but not consider using that during
the task. We measured the level of understanding with two levels: did not know the
difference or guessed the difference (0), and describe at least one difference between
the methods(1).
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B. Statistical Test Results

1) Time:

with_tool without_tool

10
0

20
0

30
0

40
0

Coeffs (Errors)

(Intercept) 198.69 (30.01)***
prior -19.08 (14.35)
tool 37.97 (20.93)

AIC = 775.1; BIC = 788.1; LogLik = -381.5
R2m = 0.06. R2c = 0.30

2) Pages:

with_tool without_tool

1
2

3
4

5
6

Coeffs (Errors)

(Intercept) 2.36 (0.40)***
prior -0.15 (0.20)
tool 0.23 (0.32)

AIC = 231.8; BIC = 244.8; LogLik = -109.9
R2m = 0.02. R2c = 0.14

3) Queries:

with_tool without_tool

1
2

3
4

5

Coeffs (Errors)

(Intercept) 1.41 (0.23)***
prior -0.01 (0.12)
tool -0.09 (0.18)

AIC = 160.1; BIC = 173.0; LogLik = -74.0
R2m = 0.00. R2c = 0.14

4) Correctness:

with_tool without_tool

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

Coeffs (Errors)

(Intercept) -0.22 (1.50)
prior 0.96 (0.66)
tool 0.88 (0.87)

AIC = 66.2; BIC = 77.0; LogLik = -28.1
R2m = 0.07. R2c = 0.74



5) Awareness:

with_tool without_tool

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

Coeffs (Errors)

(Intercept) -1.12 (0.92)
prior 0.30 (0.44)
tool 3.03 (0.95)**

AIC = 73.7; BIC = 84.5; LogLik = -31.9
R2m = 0.35. R2c = 0.53

6) Understanding:

with_tool without_tool

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

Coeffs (Errors)

(Intercept) -1.08 (1.10)
prior 1.11 (0.58).
tool 2.63 (0.95)**

AIC = 64.8; BIC = 75.6; LogLik = -27.4
R2m = 0.31. R2c = 0.63


